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Tag Data

We used data from 15 DTAGs deployed on Cuvier’s beaked wiidlpkius cavi-

rostris). Two datasets, tags zc10_272a and zcll 267a, were edllastpart of
the Southern California Behavioral Response Study (SOCRSPB Those two
whales underwent controlled exposure experiments, in lwthe whales were
exposed to simulated naval mid-frequency active sonar (MfeAInds. The sec-
ond whale of the SOCAL BRS whales, zc1l1l 267a, was also intatlg exposed
to MFA sonar from a distant naval exercise. To better charee the baseline
behavior of Cuvier's beaked whales, we also used data froratid& Cuvier’'s

beaked whale DTAG datasets collected in the Mediterranearb8tween 2003-
2012.



We also included data from 2 mk9 time-depth-recorder tagéd(ifé Com-
puters, Redmond, WA) deployed d@diphiusin Hawai’i in 2004 and 2006. Almost
all of these tag datasets have been described in previolisgtidns [1, 2, 3].

Details of all the tag deployments are included in Table Thanmain article
text.

Acoustic Data Analysis

For both the controlled and incidental MFA sonar exposunescalculated the
received level on the DTAG tag recording of each MFA sonardnaission. The
details of the tag electronics are published elsewhereipdgummary, the tag
recorded 16-bit acoustic data at 192 (2010) or 480 (2011), khiz tag acous-
tic recording system was calibrated and had a peak clip lefv&lr6 (2010) or
178 (2011) dB re uPa. The main received level metric we report is the root-
mean-squared (rms) level in %octave frequency band centred at the average
fundamental frequency of the MFA signal. Rms levels werewdated in 200
msec windows sliding over the duration of the signal, andrédperted level was
the highest observed in any one 200 msec window, followiegilethod of Tyack
and colleagues [5]. We chose to use rms values in a carefafipeti window
corresponding approximately to the time over which a whilikdy integrates re-
ceived sound intensity for loudness perception [6, 7]. Birlyi, we chose to use
a% octave frequency band for analysis because it corresp@uexmately to
mammalian auditory filter bandwidths [8]; this choice istat®nsistent with pre-
vious work [5]. The CEEs used one simulated MFA signal tydd|enthe inciden-
tal exposure included five different MFA sonar signal tydes,each signal type,
we used a bandpass filter centered on the signal’s mean fiemdahfrequency.
Signal and filter characteristics are detailed in Supplgaifiable 1, and the CEE
signals and the CEE sound source are described in detailledse [9]. We note
that the signal durations are approximate for the incidexjaosure signals, since
reverberation and time-spreading made it difficult to pinpthe exact start and
end times of a single arrival of the signal.

For completeness and for possible comparisons with otleliest, we also
present several other metrics of received level here. ,Rirstinclude the noise
level (rms) so that the reader can assess the signal-te-rati® (SNR) of each
recorded transmission. Noise level was determined for eaividual MFA sonar
transmission using a 1-second sample immediately pregetism transmission.
Within this sample, the level was determined exactly asrilgsd above for the
MFA sonar transmissions, using a 200 msec averaging windataking the
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largest resulting level observed in any one window [5]. Wsoakport the sound
exposure level (SEL, in dB re APa? x s), a measure of the acoustic energy in a
single transmission, as well as the cumulative SEL, a meaxfuhe total acoustic
energy to which the whale has been exposed from the staré@xposure until a
given point in time. SEL values were calculated over thedulation of the sig-
nal; in this case, we defined signal duration objectivel\hagieriod during which
the SNR was at least 6 dB [7]. Finally, we present broadbargllewels, calcu-
lated as above but replacing ti‘;e)ctave filter with a bandpass filter spanning 3-8
kHz (CEESs) or 2-8 kHz (incidental exposures in 2011, some lntvincluded
signals at 2-3 kHz). These broadband filters span the funadi@inend the first
harmonic of the MFA sonar signals, and are presented toatelihat our use of
narrower filters for the bulk of our analysis did not lead togel underestimation
of the received levels. (One might argue that %rm:tave filter slightly underesti-
mated RLs for the 5th signal type in the uncontrolled expeswhich was quite
low in frequency and thus had a certain amount of energycdmthie% octave fil-
ter band (Supplemental Table 1); however, the whale showedsponse to that
exposure, so this possible bias did not affect any conahssiim the case of a more
detailed analysis of a signal clearly spanning mult'é)tmtave bands, it would be
better to make and integrate measurements in several ajnds{for the sake of
simplicity we have not done so here.) All received level lssare summarized in
Supplemental Figure 1. We did not apply any frequency-weigtin calculation

of any of these level metrics; however, the analysis bands wéhin the range
over which the mid-frequency cetacean M-weighting functias a value of 0, so
applying the),, ; weighting would not have changed any of the results reported
here [6].

Tag Sensor Data Analysis

For all DTAG datasets, we calculated 13 dive and movemeiinpaters (Supple-
mental Figure 2, Supplemental Table 2). Each parameter weasuned or aver-
aged over the period of one dive, from fluke-out to surfacatignough the original
tag data were sampled much more finely (movement data at 5 greater, and
acoustic data at 192 kHz or greater). If a value could not lderoened (for

example, surface duration after dive cannot be calculatedhie last dive in a
dive record), we substituted the mean value of all availabtgrol dives (dives by
baseline animals that did not undergo any CEES). Theseiulmsts made up 2%
of the data points, and making them allowed us to avoid syaieally excluding

from analysis the last dive and the last deep dive from eaghetzord.
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Supplemental Figure 1. Received Levels of all MFA sonar transmissions
recorded on the DTAGs. Reported metrics include: rms Ievel§ octave band
centered on the signal center frequency (solid black lines)adband rms level
(dotted black lines); SEL (green lines); cumulative SELtt@bgreen lines); and
rms level of background noise in theéimctave band (solid grey lines). Data are
shown for the 2010 CEE (top), 2011 CEE (middle), and 201 Hedial exposure
(bottom).

To the extent possible, we calculated the same dive and menvgparameters
for the mk9 datasets; however, since the mk9 tag recordeddépth information
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Supplemental Figure 2: Ziphiusdive profiles and dive parameters for 272 dives
from 15 DTAG records and 50 from 2 mk9 records. Panel A showes lofiles
of deep foraging dives. Dives without sound exposure ardggalan grey; pre-
controlled-exposure, no-incidental-exposure dives lpos&d whales in green;
controlled exposures to simulated MFA sonar in red (triasgl2010; circles,
2011); incidental exposures to naval MFA sonar in blue (3g8p2011); and ship
noise in magenta [3]. Panel B shows dive profiles for shallpgikent dives, with
color-coding as in A. The 2011 controlled exposure dive aduided in all panels
to facilitate comparison with both dive types. Panel C cargdox-plots of dive
parameters for the control foraging dives from A, with * peeing parameters
that include mk9 tag data (for plots only, not statisticaldeing). Black boxes
span 25th-75th percentiles, black horizontal lines markliaues, error bars span
1.5 interquartile ranges, and + symbols indicate more extevalues. Exposed
dive parameters were excluded from box-plot calculatiomsgbotted individu-
ally, with symbol and color-coding as in A (except that pxpasure dives, shown
in green in the upper panels, are here included in the boxspldanel D shows
box plots as in C, but for the dives plotted in grey (and greeid. Abbreviations:
Dur., duration; T., time; ODBA, overall dynamic body accekson.



only, it was not possible to calculate any of the metrics daseaccelerometer or
magnetometer data. The parameters calculated for the nix@uashown in Sup-
plemental Figure 2 and indicated in Supplemental Table 2.mMk9 datasets were
excluded from subsequent statistical analysis (sinceidiey them would have
limited us to considering only the dive parameters obtdm&iom both DTAG
and mk9 tag types). They are included only in Figure 1, to jpl®a more com-
plete picture of the baseline behavior of the species in biserace of MFA sonar
exposure.

Most of the parameters were calculated from the tag data tiraggyktforward
manner, as indicated in Supplemental Table 2, with the diaepf the acous-
tic range. This range was calculated only during the coleriobxposure, as it
was based on the tag recordings of the CEE sounds. The ihbetveeen MFA
signal start times on the tag recordings was determined siyaVinspection of
spectrograms to mark each individual start time (20 secandaw, fast Fourier
transform block size 2048, Hamming window with 50% overlal)e same pro-
cedure was applied to a recording from a monitor hydropheses than 20 m
from the sound source. The inter-transmission intervalshentag recordings
were slightly longer than those on the monitor hydrophowrending, because of
the additional time required for the sound to propagate tltianal distance to
the tag. We calculated the relative source-whale rangeedirte of each trans-
mission by subtracting the monitor hydrophone inter-tnaigsion intervals from
the corresponding tag intervals, subtracting the minimuaihglifference (which
corresponds to the closest point of approach (CPA) betwdelenand source),
and multiplying the resulting delay by 1500 sec—! to convert from a delay in
seconds to a relative range in meters. Position data frofacwvisual observa-
tions were combined with the relative ranges and dead-rextktrack data from
the tag to convert to absolute ranges. The range data wereisdsl to calculate
whale swim speed relative to the source during the playdackjmply dividing
the range difference between sonar transmissions by thetmainsmission inter-
val. We calculated these speed estimates for each transmisisen averaged
them over the playback period to obtain a mean swim speetivieeta the source
during playback. The acoustic range calculations weraezhout independently
by both WMXZ and SDR. The resulting range values were comsistwith a
mean absolute difference of only 17.1 meters, demonsiy#tat potential human
error in marking the transmission start times did not adslgraffect the results.



Supplemental Table 1. MFA signal characteristics (duration in seconds and fun-
damental frequency range in kHz) and filter center frequen(,., Hz)

Signal Frequency Range Duration % Octave Filtert',
simulated MFA sonar 3.5-4.1 1.6 3729
incidental MFA sonar 1 2.5-3.5 1.5 2970
incidental MFA sonar 2 2.2-3 1.5 2610
incidental MFA sonar 3| 3.2-45 1.9 3920
incidental MFA sonar 4 2.3-4.3 4.5 3280
incidental MFA sonar 5| 2.2-3 35 2630

Cluster Analysis

The objective of this analysis was to collapse the multatariime-series of dive
parameters into a univariate time-series, with one valuhévacterize each dive.
This "distance metric" (to be described in detail later oaywitended to be a mea-
sure of how different a given dive is from the "average" diyehis species. Most
marine mammals perform several different types of dives. eéxample, beaked
whales undertake at least two: deep foraging dives andoshalbn-foraging
dives. Since one would expect the average dive parametgesytdetween dive
types, it is important to classify dives by dive type befoaécalating the distance
metric.

We chose to do this classification by applying k-means cligjexnalysis to
data from control whales only. Each parameter was nornthfizier to clustering
by subtracting the mean value and then dividing by the staihdeviation. The
optimal number of clusters to use — in this case, two — wasrméted using
silhouette analysis [12]. In this case, the choice to usectusters agrees with our
a priori assumption that beaked whales have two main dive types.|&upptal
Figure 3 shows the results of the clustering analysis.

M ahalanobis Distance Calculation

We then calculated the Mahalanobis distance [13] of eachtthat is, each
dive) from the center of the cluster to which it belongedjgriag dives by ex-
posed whales to clusters such that the resulting distansemiaimized. The
Mahalanobis distance is a measure of distance in multi-aso@al space. It is
scale-invariant and takes into account correlations betwimensions. Maha-
lanobis distance is calculated according to:

Dy(z) = /(x — )5~z — ),
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Supplemental Table 2: Variables Measured for Each Dive

Description

Details

Which Tags

Descent Duration (min-
utes)

Ascent Duration (minutes

Descent Rate (pec 1)
Ascent Rate (n3ec™!)
Dive Duration (hours)

Maximum Dive Depth (m)
Surface Interval (minutes)

Time to Next Click (hours)
Clicking Duration (hours)
Average Fluke Rate (Hz)

Average Overall Dynamig
Body Acceleration (odbal
msec™2)

Average Variance of Head
ing

Acoustic Range

Time from last surfacing to firs

depth exceeding 90% of the max

mum depth of the current dive

DTAG, mk9

Time from the last time the animal DTAG, mk9

was at or below 90% of the max
mum depth until surfacing

Mean descent rate during the whag
descent (as defined above)

Mean ascent rate during the who
ascent (as defined above)

Time from surfacing at the end g
the current dive until the start of th
next dive exceeding 50 m

Time from surfacing at end of cur
rent dive until next start of echolo
cation clicking

Time from first to last echolocatio
click produced during the currer
dive

Fluke-stroke rate was determined
in [1], using a pitch threshold of 3
degrees and a period of 0.3-4 s
Calculated as in [10], using an ave
aging period of 5's

Calculated (for circular variable) a
in [11], using a 1-minute window
sliding forward at sensor samplin
rate

Range from CEE sound source

whale

IeDTAG, mk9
[eDTAG, mk9
DTAG, mk9
DTAG, mk9
f DTAG, mk9
e

- DTAG

n DTAG
t

ADTAG

r-DTAG

SDTAG

g

[ODTAG
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Supplemental Figure 3: Results of k-means cluster analysis to produce 2 clusters
based on mean-normalized beaked whale dive data. The chgstesults are
indicated by the symbols (triangles and circles), with eelcister enclosed by an
ellipse. The results are plotted in 2-dimensional compbspace using the first
two components from a Principal Components Analysis (P&l&)ough the PCA
output was not used by the clustering algorithm.

wherez is a vector of dive parametets— NV for an individual dive,
T
xr = (.Z'l, X2, XT3y -eny LUN) )

1 is the vector of coordinates of the center point of the chusttdives from control
whales, in other words, a vector of mean values for each petearfor all control
dives in a cluster,

M= (:U“17:U“27lu3a "'MUN)a
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and S is the covariance matrix for all control dives in the clustéhe distance
values were normalized by dividing by the standard deumatibthe distance for
control whales in each cluster. This adjustment was inténdeorrect for pos-
sible different shapes or spatial extents of the two clgst8upplemental Figure
4 shows the results of the Mahalanobis distance calcuafionbeaked whale
dives.

Shallow Dives Deep Dives
<
q- - —
S o
N N
d ] o
o _|. _ o |
=T i e o T MYYTT T T
0 4 8 12 0 4 8 12
M. distance M. distance

Supplemental Figure 4: Empirical distribution of Mahalanobis distances for
beaked whale shallow dives (cluster 1) and deep dives &ligt The black
curves show the proportion of control observations at eastadce (specifically,
they are kernel density estimates with Gaussian kernelsbandwidths satisfy-
ing Silverman’s 'rule of thumb’ [14]). At the bottom of theoplalong the x-axis,
the black tick marks indicate observed distances for imltial dives by control
whales, and red ticks the same for exposed whales.

M ahalanobis Distance as a M easur e of Response I ntensity

Supplemental Figure 5 shows the Mahalanobis distancefdamto whales that
were exposed to MFA sounds, plotted as time series, withrsex@osure dives

10



indicated in colour. In both cases, there was a large pedieidistance metric at
the time of the exposure. The distance also remained etbf@ta time after the
exposure, slowly decaying back to baseline values aftenrdeuof dives. Similar
patterns were not prominent in the data from control wh&egpplemental Figure
6).
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Supplemental Figure 5: Time series of Mahalanobis distances for MFA-exposed
beaked whales. Dives during which experimental MFA exmssaccurred are
shown in red. Dive during which the whale was incidentallpased to distant,
incidental Naval MFA sonar are shown in blue.

To check for temporal autocorrelation in the time-serieMahalanobis dis-
tances for control whales, we plotted the Mahalanobis degaesults (Supple-
mental Figure 6). We also calculated the autocorrelationtfon for these control
datasets, and we did not find strong evidence of autocaorlat the data.

Model for Response I ntensity as a Function of Sonar Dose

We took Mahalanobis distance (as calculated earlier) asxygor behavioural
Response Intensity (RI). In modelling this response intgas a function of sonar
exposure intensity, we considered two possible metriceXposure intensity or
"dose": sound level and distance between the whale and threlsmurce.

11



zc03_260a zc03_263a zc04_160a zc04_161a

12

12

12

12

Mmmmmm|o |mMMMMH
T T T T T T

10 20 30 40 5 10 15 1 3 5 7 5 10 15
zc04_161b zc04_175a zc04_179a zc05_167a
S A S A S S
o o o o
< i < i < :‘ < ]
oo i) oAt oA L Al
U T T T 11 T T T T T T T 17T 17T 17T 171 T T T 17T 17T
c 05 15 25 1 2 3 4 5 6 10 20 30 40 2 6 10 14
©
"(7)' zc05_170a zc06_204a zc06_205a zc08_164a
'5 S S S S
o o o o
gl - Db -
Attdd S3 e Fibabaltbth] 2 bl
T T T T T T T T L T T T T
5 10 15 1 2 3 4 5 0 10 20 30 5 10 20
zcl2 169a zc10 272a zcll 267a
S S S A
© : © : © : ‘
< A < - < -
B 11T T :‘IHIHI HHHlIlII”IlIIIMIII :mmnﬂn‘“HHHI\Han.hnh
T T T L T T T
5 10 15 0 10 20 30 0 10 20 30 40

Dive Number

Supplemental Figure 6. Time series of Mahalanobis distances for all beaked
whales. Sub-plot titles indicate whale ID, with the IDs fdrales that were ex-
posed to MFA sonar printed in red.

Sound exposure levels were determined from the DTAG acoustiordings
according to the method described in [5]. Briefly, after fihg with a% octave
filter spanning the CEE sound frequencies (512-point FIRrfiB300-4158 Hz)
and processing to remove loud transients such as animias dicother impulsive
noise, the root-mean-squared sound pressure level (in iBPa) was calculated
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in 200 msec windows spanning the duration of the signal. &idaration was
defined as the time when the signal to noise ratio was at ledBt he reported
level for an individual MFA transmission was the highestelemeasured in any
one 200 msec window. The level used for response intensitjeitiog was the
highest observed for any transmission that occurred ddhiegive in question. It
isimportant to note that expert inspection of the conttbigposure data indicated
that the animals began to react to the sound near the stdré @xposure, when
the received sound level was much lower than the maximunhdieveng the same
dive.

The distance from the sound source to the whale is more diffzestimate
with currently available data, since the exact positiorthebeaked whales during
the sound exposures are unknown. For the controlled, erpatal MFA expo-
sures, source-whale range at the start of the MFA playbackdetermined by
combining data from the DTAG movement record, animal sighgositions from
before the exposure, and acoustically-based estimateslaifve source-whale
range during the exposure (described earlier). For thd@mtal exposure of whale
zcll 267ato U.S. Navy MFA sonar from a distant naval exereis approximate
position and range of the sound sources relative to the thgbale was obtained
from the U.S. Navy (by D. Moretti). Supplemental Table 3 skawrrent range
and level estimates for dives during which beaked whaleg weposed to MFA.

Using these data on range and level for each dive, we prodeledenodel
response intensity (expected value of Mahalanobis distdtc= E(D)) as

n

RI=E(D) =+ 3 ailt) W
i=1
B1 L, eP2(ri=1)
(14+B3R;) ift>m

zi(t) = ; 2)

0 otherwise

where RI is the expected value of the Mahalanobis distarmce, 1,2,3...T" is

the dive numberp is the number of exposures,. is the received sound level
during exposure dive;, R; is the source-whale range at the start of exposure

is the dive number of exposure div'/;eandﬁ = [Bo, b1, B2, B3] are parameters to
be estimateds, is the expected distance when there is no expoglrecales the
initial response intensity as a function of received sowwel, ., 3, is the decay
rate of the response, amty scales the response intensity as a function of range,
R. We modelled the observed Mahalanobis distance using a Gafigtnibution.
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The Gamma distribution for a random variablevith shape parametérand scale
parameted has probability density function
Ll oy e
P(..'lf, k,e) = %mx e 9, (3)
expectatiorfg, and variancé®?. To fit the model, we expressed the parameters of
the gamma distribution in terms of thie/ (that is, the expected value of Maha-

-

lanobis distanceH/(D(5)))) and the new parameterdefined as

—

(E(DB)* _ 7

w=————" = E(D(§))d (4)
or .
i — (E(D(B))) oY (5)
w (E(D(8)))

Assuming that each observed Mahalanobis distance is indepdy distributed,
given the above model, the log-likelihoddis given by

Dy

T T
log £ =Y logLl, =Y —klog —log(I'(k)) + (k — 1)log(D;) — 5 ©

We estimated the parametersandﬁ by maximizing this likelihood in the statis-
tical software R (http://www.r-project.org/).

We fit the model to each whale individually. The parameters,, 5; and
(3 can only take positive values, so they were log-transforfoethe maximiza-
tion only, to allow fitting over all real values. Results aresented in the original
(untransformed) parameter space; we calculated standard en the parameters
using the Hessian matrix, obtaining standard error eséishfatr the transformed
parameters in the original parameter space using the deltzoah [15]. For whale
zc1l0_272a, there was only one exposure at a single rangeeaeld $o it was
not possible to extract information about the effects ohbminge and level on
response; we thus excluded the range tggnfor the 2010 whale. We also fit a
set of models with fewer parameters (see Supplemental Tableor each fitted
model, we calculated Akaike’s Information Criterion (Al@&nd selected for in-
ference the model with lowest AIC. Supplemental Table 4 shihwe AIC values;
the AAIC values between the full models and the next-best reduceelsiaere
> 28.5, giving very strong support for the full models in bo#ays. The resulting
parameter estimates, ﬁ) (and their standard errors), for the full models only,
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Supplemental Table 3: Received Levels and Ranges for Beaked Whale MFA Ex-
posures

Whale ID | Dive Number| Maximum Received Leve| Source-Whale Range
(dB re 1uPa rms) (start of playback, km

zcl0 2724 9 138 4.0

zcll 2674 1 106 118

zcll 2674 2 94 118

zcll 2674 3 91 118

zcll 2674 4 94 118

zcll 2674 5 96 118

zcll 2674 13 144 4.9

zcll 2674 27 97 118

Supplemental Table 4. Akaike’s Information Criterion for all fitted models

Number of

Year Parameters Model Description AIC | AAIC
Parameters

2010 | w, B, 51, B2 4 Full Model 101.9 0
2010 w, Bo, B2 3 Intercept, Time Decay 130.4| 28.5
2010 w, Bo, B1 3 Intercept, RL 135 33.1
2010 w, Bo 2 Intercept Only 136.4| 34.5
2011 | w,Bo, B1, B2, B3 5 Full Model 104.5 0
2011 | w, Bo, B2, B3 4 Intercept, Time Decay, Range149.8| 45.3
2011 | w, Bo, B1, Ps 4 Intercept, RL, Range 158.3| 53.8
2011 | w, Bo, B1, B 4 Intercept, RL, Time Decay | 159.7| 55.2
2011 w, Bo, B3 3 Intercept, Range 156.5 52
2011 w, Bo, B2 3 Intercept, Time Decay 150.6| 46.1
2011 w, Bo, B1 3 Intercept, RL 157.3| 52.8
2011 w, Bo 2 Intercept Only 188.9| 84.4

were [1.05 (0.27), 3.6 (0.21), 0.063 (0.0068), 0.43 (0.p&%)2010, and [0.68
(0.16), 1.9 (0.6), 0.074 (0.024), 0.11 (0.023), 0.12 (0)pa8 2011. Supplemen-
tal Figures 7-8 show the data, the fitted models, the resdaad the residual
autocorrelation functions.
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Whale zc10 272a
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Supplemental Figure 7: Model results for whale zc10_272a. Upper panel: data
with fitted model (black line); lower left panel: internal§tudentized residuals;
and lower right panel: residual autocorrelation function.
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Supplemental Figure 8: Model results for whale zc10_267a. Upper panel: data
with fitted model (black line); lower left panel: internal§tudentized residuals;
and lower right panel: residual autocorrelation function.
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